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#### Abstract

Localized incomplete multiple kernel k-means (LIMKKM) is recently put forward to boost the clustering accuracy via optimally utilizing a quantity of pre-specified incomplete base kernel matrices. Despite achieving significant achievement in a variety of applications, we find out that LI-MKKM does not sufficiently consider the diversity and the complementary of the base kernels. This could make the imputation of incomplete kernels less effective, and vice versa degrades on the subsequent clustering. To tackle these problems, an improved LI-MKKM termed as LI-MKKM-MR is proposed by incorporating a matrixinduced regularization term to handle the correlation among base kernels. The incorporated regularization term is beneficial to decrease the probability of simultaneously selecting two similar kernels and increase the probability of selecting two kernels with moderate differences. After that, we establish a threestep iterative algorithm to solve the corresponding optimization objective and analyze its convergence. Moreover, we theoretically show that the local kernel alignment is a special case of its global one with normalizing each base kernel matrices. Based on the above observation, the generalization error bound of the proposed algorithm is derived to theoretically justify its effectiveness. Finally, extensive experiments on several public datasets have been conducted to evaluate the clustering performance of the LI-MKKM-MR. As indicated, the experimental results have demonstrated that our algorithm consistently outperforms the state-of-the-art ones, verifying the superior performance of the proposed algorithm.


Index Terms-multiple view learning, multiple kernel clustering, incomplete kernel learning

## I. Introduction

MUltiple kernel clustering (MKC) [1--8] sufficiently integrates a number of pre-calculated base kernel matrices to group samples into clusters, where similar samples are in the same cluster while dissimilar ones are partitioned into different ones. MKC has attracted much attention of the data mining researchers and has been widely studied in recent years [9-17]. The seminal work in [9] extends the multiple kernel learning

[^0]from supervised learning to unsupervised learning, and proposes a margin-based MKC algorithm. It jointly optimizes the optimal kernel, the maximum margin hyperplane and the optimal clustering labels. The widely used kernel $k$-means method has been extended in [18] for clustering analysis, where an optimal kernel is learned from multiple data sources. Similarly, the work in [12] extends existing multiple kernel $k$-means algorithm (MKKM) by designing a localized MKKM one in order to well utilize the characteristics of each individual sample. To enhance the robustness of existing MKKM algorithms to noisy data, [13] proposes a robust MKKM algorithm by substituting the widely adopted squared error in existing $k$ means with an $\ell_{2,1}$-norm one, and simultaneously optimizes the best combination of kernels. To increase the diversity and decrease the redundancy of the selected base kernels, the recent work in [14] extends existing MKKM algorithms by designing a matrix-induced regularization term to sufficiently explore the correlation among pre-specified base kernels. More recently, an optimal neighborhood kernel clustering (ONKC) algorithm is proposed in [19], where the representability of the optimal kernel to learn is largely boosted and the negotiation between kernel learning and clustering is also reinforced. The aforementioned MKC algorithms have been applied into many cases and reached a superior performance [20-23].

As observed, these MKC algorithms share a common assumption: all the pre-specified base kernels are complete. Nevertheless, in some real world applications, some views of a sample are usually not collected due to various reasons [24, 25]. To address this issue, the work in the literature proposes to firstly impute the missing elements in base kernel matrices with imputation methods and then performs existing multiple kernel clustering on these imputed kernels. Several commonly used filling methods include zero-filling, mean value filling, $k$-nearest-neighbor filling, expectationmaximization (EM) filling [26], as well as several recently proposed to matrix imputation [27-30]. One disadvantage existing in the aforementioned "two-stage" algorithms is that the imputation is separated from the subsequent clustering. As a result, this may not be conducive to mutual negotiation between the imputation and clustering to reach the best performance. To overcome the above issue, the more recent literature [31-33] advocates to unify the learning procedure of imputation and clustering into a common framework, with the aim to learn an optimal imputation that best severe for the clustering tasks.

Although demonstrating superior clustering results in several practical applications, we find that these work does not sufficiently consider the redundancy and diversity among pre-
specified kernel matrices when performing incomplete multiple kernel clustering. This could lead to high redundancy and low diversity among the selected kernels [14], making the utilization ratio of these base kernel matrices insufficient and conversely decreasing the accuracy of clustering tasks. In our work, a localized incomplete multiple kernel $k$-means with matrix-induced regularization (LI-MKKM-MR) is propsoed to address the above-mentioned issue. By incorporating a matrix-induced regularization, LI-MKKM-MR is able to avoid selecting two similar kernel matrices simultaneously and increase the probability of selecting two kernel matrices with large diversity, making the base kernels better utilized for clustering. In addition, it inherits the advantage of LIMKKM which only requires that the similarity of each sample to its top $k$-nearest neighbours be optimally aligned with the corresponding patch of the whole ideal similarity. This is helpful for LI-MKKM-MR to pay more attention on closer pairwise sample similarities that shall be put together, and prevents involving unreliable similarity evaluation for farther sample pairs. Furthermore, a three-step iterative optimization algorithm is designed to solve the corresponding optimization objective and its convergence has also been analyzed. After that, the generalization error bound of the clustering algorithm is derived, which theoretically guarantees its effectiveness. Comprehensive experiments on several public datasets have been conducted to evaluate the clustering performance of the proposed LI-MKKM-MR. As demonstrated, LI-MKKM-MR significantly and consistently outperforms existing two-stepbased algorithms and the newly proposed algorithm [33]. Extensive experimental results have demonstrated the superiority of involving the matrix-induced regularization.

To summarize, this work makes the following major contributions.

- This is the first attempt to identify the kernel redundancy probelm in incomplete multiple kernel clustering. We then introduce a new algorithm to improve LI-MKKM by integrating a matrix-induced regularization to select lowredundant and high-diverse kernel matrices, and carefully establish three-step iterative algorithm to solve the corresponding optimization objective.
- We build the theoretical connection between global and local kernel alignment criteria, then we further derive the generalization error bound of the proposed LI-MKKMMR, which theoretically justifies its effectiveness.
- Comprehensive experiments on ten public datasets have demonstrated that our LI-MKKM-MR achieves the state-of-the-art performance compared with existing advanced algorithms. This considerably verifies our identification of the aforementioned issue and the effectiveness of our solution.

Finally, we clarify the differences between LI-MKKMMR and several recently proposed related work [14, 32]. The differences between LI-MKKM [32] and LI-MKKM-MR can be summarized from the following three aspects: i) LIMKKM [32] does not sufficiently consider the diversity and the complementarity of these incomplete base kernels. This could make the imputation of incomplete kernels less effective,
and incur the adverse effect on the subsequent clustering. Differently, LI-MKKM-MR is proposed by incorporating a matrix-induced regularization which is helpful to reduce the probability of simultaneously selecting two similar kernels and increase the probability of selecting two kernels with moderate differences, making the base kernels better utilized for clustering. ii) Compared with LI-MKKM [32], LI-MKKM-MR provides the generalization error analysis which measures the clustering performance of the learned clusters in training procedure on unseen samples. This theoretically justifies the effectiveness of the proposed LI-MKKM-MR. iii) As observed from the experimental results in Section V, LI-MKKM-MR significantly improves the clustering performance of LI-MKKM [32] in various benchmark datasets, which well validates our identification of the aforementioned issue in LI-MKKM and the effectiveness of our solution. We then summarize the differences between [14] and our work from the following aspects: In [14], a matrix-induced regularization is proposed to solve the kernel redundancy in multiple kernel clustering. However, it cannot effectively solve multiple kernel clustering with incomplete kernels. Differently, the proposed LI-MKKM-MR makes the first attempt to identify the kernel redundancy problem in incomplete multiple kernel clustering, proposes an effective solution and conducts comprehensive experiments to validate our identification of this issue and the superiority of our algorithm.

## II. Related Work

In this part, we mainly introduce the methods of multiple kernel $k$-means (MKKM) clustering, MKKM with incomplete kernels (MKKM-IK) and its localized variant. Before introducing these algorithms, we present all notations which will be used in the following in Table I

## Table I: Notations summary

| $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$ | $n$ training samples |
| :---: | :---: |
| $k$ | number of clusters |
| $\tau$ | ratio of the nearest neighbors |
| $\boldsymbol{\gamma}=\left[\gamma_{1}, \cdots, \gamma_{m}\right]^{\top}$ | kernel weights |
| $\kappa_{p}(\cdot, \cdot)$ | the $p$-th kernel function |
| $\phi_{p}(\cdot)$ | feature mapping corresponding to $\kappa_{p}(\cdot, \cdot)$ |
| $\phi_{\boldsymbol{\gamma}}(\cdot)$ | feature mapping corresponding to $\kappa_{\gamma}(\cdot, \cdot)$ |
| $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ | $m$ base kernel matrices |
| $\mathbf{e}_{p}$ | observed sample indices of $\mathbf{K}_{p}$ |
| $\mathbf{H}$ | partition matrix |
| $\mathbf{K}_{p}^{(d d)}$ | sub-matrix of $\mathbf{K}_{p}$ for observed samples |
| $\mathbf{U}^{(i)} \in\{0,1\}^{n \times r o u n d}(n * \tau)$ | neighborhood indication matrix of $\mathbf{x}_{i}$ |
| $\mathbf{M}$ | correlation matrix among $m$ base kernels |
| $\hat{\mathbf{C}}=\left[\hat{\mathbf{C}}_{1}, \cdots, \hat{\mathbf{C}}_{k}\right]$ | the learned $k$ centroids |

## A. Multiple kernel $k$-means (MKKM)

Let $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n} \subseteq \mathcal{X}$ be $n$ training samples, and $\phi_{p}(\cdot)$ : $\mathbf{x} \in \mathcal{X} \mapsto \mathcal{H}_{p}, \mathbf{x}$ are mapped onto a reproducing kernel Hilbert space $\mathcal{H}_{p}(1 \leq p \leq m)$ by the $p$-th feature. Each sample in multiple kernel clustering is represented by $\phi_{\boldsymbol{\gamma}}(\mathbf{x})=$ $\left[\gamma_{1} \phi_{1}^{\top}(\mathbf{x}), \cdots, \gamma_{m} \phi_{m}^{\top}(\mathbf{x})\right]^{\top}$, where $\gamma=\left[\gamma_{1}, \cdots, \gamma_{m}\right]^{\top}$ represents the weights of the $m$ pre-specified base kernel functions $\left\{\kappa_{p}(\cdot, \cdot)\right\}_{p=1}^{m}$. These kernel weights will be adaptively adjusted
during multiple kernel clustering. Under the aforementioned definition of $\phi_{\gamma}(\mathbf{x})$, the corresponding kernel function can be expressed as follows.

$$
\begin{equation*}
\kappa_{\gamma}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\phi_{\gamma}^{\top}\left(\mathbf{x}_{i}\right) \phi_{\gamma}\left(\mathbf{x}_{j}\right)=\sum_{p=1}^{m} \gamma_{p}^{2} \kappa_{p}\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) . \tag{1}
\end{equation*}
$$

One can calculate a kernel matrix $\mathbf{K}_{\gamma}$ on training samples $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$ with the kernel function defined in Eq. (1). As a result, the objective of MKKM with $\mathbf{K}_{\gamma}$ is formulated as

$$
\begin{align*}
\min _{\mathbf{H}, \boldsymbol{\gamma}} & \operatorname{Tr}\left(\mathbf{K}_{\gamma}\left(\mathbf{I}_{n}-\mathbf{H H}^{\top}\right)\right) \\
\text { s.t. } & \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k}, \quad \boldsymbol{\gamma}^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0, \forall p \tag{2}
\end{align*}
$$

where $\mathbf{H} \in \mathbb{R}^{n \times k}$ is a soft version of the cluster assignment matrix, and $\mathbf{I}_{k}$ is a $k \times k$ identity matrix. Alternately updating $\mathbf{H}$ and $\gamma$ can optimize Eq. (2).

Optimizing $H$ with fixed $\gamma$. With $\gamma$ fixed, the optimization in Eq. (2) toward $\mathbf{H}$ is exactly the traditional kernel $k$-means presented in Eq. (3)

$$
\begin{equation*}
\max _{\mathbf{H}} \operatorname{Tr}\left(\mathbf{H}^{\top} \mathbf{K}_{\gamma} \mathbf{H}\right) \text { s.t. } \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k} \tag{3}
\end{equation*}
$$

The optimal $\mathbf{H}$ in Eq. (3) consists of the $k$ eigenvectors corresponding to the top- $k$ eigenvalues of $\mathbf{K}_{\gamma}$ [34].

Optimizing $\gamma$ with fixed $\mathbf{H}$. With $\mathbf{H}$ fixed, the equivalent form of the optimization in Eq. (2) with regard to $\gamma$ is as follows

$$
\begin{equation*}
\min _{\gamma} \sum_{p=1}^{m} \gamma_{p}^{2} \operatorname{Tr}\left(\mathbf{K}_{p}\left(\mathbf{I}_{n}-\mathbf{H} \mathbf{H}^{\top}\right)\right) \text { s.t. } \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0 \tag{4}
\end{equation*}
$$

which has a closed-form solution.

## B. MKKM with Incomplete Kernels (MKKM-IK)

MKKM has recently been extended to handle incomplete multiple kernel clustering in [31, 33]. Previous algorithms first manage to impute the incomplete kernel matrices and then apply existing MKKM on the imputed kernel matrices. In contrast, they propose to unify the learning process of imputation and clustering into a common learning framework and establish an effective optimization algorithm to optimize each of them alternately. In MKKM-IK, the clustering procedure provides a guidance for the imputation of the incomplete base kernel matrices, and the clustering is further enhanced by the imputed kernels. Both procedures are alternated performed until achieving optimal results. The above idea can be achieved as follows

$$
\begin{align*}
\min _{\mathbf{H}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}} & \operatorname{Tr}\left(\mathbf{K}_{\gamma}\left(\mathbf{I}_{n}-\mathbf{H} \mathbf{H}^{\top}\right)\right) \\
\text { s.t. } & \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k} \\
& \boldsymbol{\gamma}^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0,  \tag{5}\\
& \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0, \forall p
\end{align*}
$$

where $\mathbf{e}_{p}(1 \leq p \leq m)$ denotes the sample indices, the $p$ th view is observed and $\mathbf{K}_{p}^{(d d)}$ denotes the kernel sub-matrix. Note that we impose the constraint $\mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}$ to make the known entries of $\mathbf{K}_{p}$ kept unchanged during the learning course. The imputation of incomplete kernels can be regarded as a by-product of learning, because the ultimate goal of Eq. (5) is clustering. A tri-level optimization strategy is developed in [31] develops to solve Eq. (5] alternately.

Optimizing $\mathbf{H}$ with $\gamma$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ fixed. Given $\gamma$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$, the optimization in Eq. (5) with respect to $\mathbf{H}$ is equivalent to a kernel $k$-means problem solved by Eq. (3);

Optimizing $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ with $\gamma$ and $\mathbf{H}$ fixed. Given $\gamma$ and $\mathbf{H}$, Eq. (5) towards each $\mathbf{K}_{p}$ is equivalently reformulated as follows,

$$
\begin{align*}
\min _{\mathbf{K}_{p}} & \operatorname{Tr}\left(\mathbf{K}_{p}\left(\mathbf{I}_{n}-\mathbf{H} \mathbf{H}^{\top}\right)\right) \\
\text { s.t. } & \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0 \tag{6}
\end{align*}
$$

It is proven in [31] that the optimal $\mathbf{K}_{p}$ in Eq. (6) has the closed-form solution as in Eq. 77, where $\mathbf{Z}=\mathbf{I}_{n}-\mathbf{H H}^{\top}$ and taking the elements of $\mathbf{Z}$ corresponding to the observed and unobserved sample indices can construct $\mathbf{Z}^{(d m)}$. For more details, please refer to [31].

Optimizing $\gamma$ with $\mathbf{H}$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ fixed. Given $\mathbf{H}$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$, Eq. $(5)$ with respect to $\gamma$ reduces to a quadratic programming with linear constraints.

## C. Localized Incomplete MKKM (LI-MKKM)

Although it is ingenious to unify clustering and imputation into one learning process, which is achieved by globally maximizing the alignment between the optimal kernel matrix $\mathbf{K}_{\gamma}$ and the ideal matrix $\mathbf{H} \mathbf{H}^{\top}$, as presented in Eq. 22. This criterion does not take full advantage of the local distribution of data, and requires that all paired samples, whether closer or farther, should be consistent with the ideal similarity without distinction.

Instead of calculating the alignment between the optimal kernel and the idea matrix in a global manner as in Eq. (5], localized incomplete MKKM (LI-MKKM) [32] is proposed to utilize the local structure among data by only requiring the similarity of each sample to align with its nearest neighbours. Specifically, the objective function of LI-MKKM is as follows,

$$
\begin{align*}
\min _{\gamma,\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}, \mathbf{H}} & \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{K}_{\boldsymbol{\gamma}}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)\right) \\
\text { s.t. } & \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k}, \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0 \\
& \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0, \forall p \tag{8}
\end{align*}
$$

where $\quad \mathbf{A}^{(i)}=\mathbf{U}^{(i)} \mathbf{U}^{(i)^{\top}} \quad$ with $\quad \mathbf{U}^{(i)} \quad \in$ $\{0,1\}^{n \times \operatorname{round}(n * \tau)}(1 \leq i \leq n)$ denoting the neighborhood index matrix of the $i$-th sample. $\mathbf{U}_{j v}^{(i)}=1$ reprensents that $\mathbf{x}_{j}$ is the $v$-th nearest neighbor of $\mathbf{x}_{i}$, where $1 \leq v \leq \operatorname{round}(n * \tau)$ and $\tau$ is the ratio of the nearest neighbors.

Similar to [31], the work in [32] develops a tri-step optimization algorithm to solve Eq. (8) and theoretically proves its convergence. Please refer to [32] for more details.

## III. Localized Incomplete Multiple Kernel $k$-means with Matrix-induced Regularization

## A. The Formulation

Although aligning the optimal kernel with the ideal similarity locally can improve the clustering performance, LIMKKM dose not explicitly take the correlation among base kernels into account. This would prevent these incomplete base kernels from being well utilized. To overcome this problem,

$$
\mathbf{K}_{p}=\left[\begin{array}{cc}
\mathbf{K}_{p}^{(d d)} & -\mathbf{K}_{p}^{(d d)} \mathbf{Z}^{(d m)}\left(\mathbf{Z}^{(m m)}\right)^{-1}  \tag{7}\\
-\left(\mathbf{Z}^{(m m)}\right)^{-1} \mathbf{Z}^{(d m)^{\top}} \mathbf{K}_{p}^{(d d)} & \left(\mathbf{Z}^{(m m)}\right)^{-1} \mathbf{Z}^{(d m)^{\top}} \mathbf{K}_{p}^{(d d)} \mathbf{Z}^{(d m)}\left(\mathbf{Z}^{(m m)}\right)^{-1}
\end{array}\right]
$$

we propose an improved algorithm based on LI-MKKM via introducing a matrix-induced regularization $\gamma^{\top} \mathbf{M} \boldsymbol{\gamma}$ to decrease the redundancy and enhance the diversity of the selected base kernels, where $M_{p q}$ measures the correlation between $\mathbf{K}_{p}$ and $\mathbf{K}_{q}$. By integrating this regularization into Eq. (8), the following objective is obtained:

$$
\begin{align*}
\min _{\gamma,\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}, \mathbf{H}} & \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{K}_{\gamma}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)\right)+\frac{\lambda}{2} \gamma^{\top} \mathbf{M} \gamma \\
\text { s.t. } & \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k}, \\
& \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0, \\
& \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0, \forall p, \tag{9}
\end{align*}
$$

where $\lambda$ is a hyper-parameter to balance the regularization on kernel weights and the loss of local kernel $k$-means.

In this work, we adopt $M_{p q}=\operatorname{Tr}\left(\mathbf{K}_{p} \mathbf{K}_{q}\right)$ to measure the correlation between $\mathbf{K}_{p}$ and $\mathbf{K}_{q}$. On one hand, the incorporation of $\gamma^{\top} \mathbf{M} \gamma$ is helpful for well utilizing the base kernels, which is utilized to boost the clustering performance. On the other hand, it makes the resultant optimization more challenging since the optimization on each $\mathbf{K}_{p}$ is a quadratic semi-defined programming, whose computational cost is intensive and this prevents it from being applied to practical applications. To reduce the computation overhead of Eq. (9), we propose to approximate $M_{p q}$ by $\tilde{M}_{p q}=\operatorname{Tr}\left(\mathbf{K}_{p}^{(0)} \mathbf{K}_{q}^{(0)}\right)$ and keep it unchanged during the learning course, where $\mathbf{K}_{p}^{(0)}$ is an initial imputation of $\mathbf{K}_{p}$. By substituting $\mathbf{M}$ with $\tilde{\mathbf{M}}$, the objective function of the proposed LI-MKKM-MR can be expressed as follows,

$$
\begin{align*}
\min _{\boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}, \mathbf{H}} & \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{K}_{\boldsymbol{\gamma}}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)\right)+\frac{\lambda}{2} \gamma^{\top} \tilde{\mathbf{M}} \boldsymbol{\gamma} \\
\text { s.t. } & \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k} \\
& \boldsymbol{\gamma}^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0 \\
& \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0, \forall p . \tag{10}
\end{align*}
$$

It is reasonable to measure the correlation of pairwise kernels via observed similarity. Consequently, the approximation $\tilde{\mathbf{M}}$ can be regarded as a prior of $\mathbf{M}$. Also, although this approximation is simple, its advantages are three-folds. Firstly, it fulfills our requirement on the kernel coefficients to enhance the diversity and decrease the redundancy. Secondly, it simplifies the optimization on $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$, making it admit a closedform solution. This significantly increases the computational cost. Thirdly, the effectiveness of the proposed approximation can be demonstrated by experiments.

Although the matrix-induced regularization may be exploited in other related aspects such as multiple kernel clustering [14], this is the first work in literature to study the regularization on incomplete multiple kernel clustering and design a reasonable approximation for the convenience of
computation. Moreover, this would trigger more research on incomplete multiple kernel clustering such as designing more informative $\mathbf{M}$, updating $\mathbf{M}$ with learned kernel weights and the imputation at each iteration, to name just a few. More importantly, our experimental study shows that the incorporation of matrix-induced regularization helps to utilize the incomplete kernels, leading to significantly improvement on clustering performance. We develop a tri-step optimization strategy to solve it alternately in the following parts.

## B. Alternate Optimization of LI-MKKM-MR

Optimizing $\mathbf{H}$ with $\gamma$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ fixed. Given $\gamma$ and $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$, the optimization objective w.r.t $\mathbf{H}$ in Eq. 10 redefines to

$$
\begin{align*}
\max _{\mathbf{H}} & \operatorname{Tr}\left(\mathbf{H}^{\top} \sum_{i=1}^{n}\left(\mathbf{A}^{(i)} \mathbf{K}_{\gamma} \mathbf{A}^{(i)}\right) \mathbf{H}\right)  \tag{11}\\
\text { s.t. } & \mathbf{H} \in \mathbb{R}^{n \times k}, \mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k},
\end{align*}
$$

which is transformed into a classical kernel $k$-means-based optimization objective, and can be conveniently tackled by the existing public toolkit.

Optimizing $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ with $\gamma$ and $\mathbf{H}$ fixed. Given $\gamma$ and $\mathbf{H}$, the optimization objective w.r.t $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ in Eq. 10p can be formulated as

$$
\begin{align*}
\min _{\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}} & \sum_{p=1}^{m} \gamma_{p}^{2} \operatorname{Tr}\left(\mathbf{K}_{p} \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)\right) \\
\text { s.t. } & \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0, \forall p . \tag{12}
\end{align*}
$$

It is difficult to solve the optimization problem in Eq. 12 since there are multiple kernel matrices to be optimized simultaneously. By cautiously analyze the optimization, we observe that: i) each kernel matrix $\mathbf{K}_{p}$ has its own separate constraint; and ii) the objective in Eq. (12) is a sum generated by calculating $\mathbf{K}_{p}$. As a result, Eq. 12p can be reformulated as $m$ uncorrelated sub-objectives equivalently, as shown in Eq. (13),

$$
\begin{array}{ll}
\min _{\mathbf{K}_{p}} & \operatorname{Tr}\left(\mathbf{K}_{p} \mathbf{Q}\right)  \tag{13}\\
\text { s.t. } & \mathbf{K}_{p}\left(\mathbf{e}_{p}, \mathbf{e}_{p}\right)=\mathbf{K}_{p}^{(d d)}, \mathbf{K}_{p} \succeq 0,
\end{array}
$$

where $\mathbf{Q}=\sum_{i=1}^{n}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)$.
It seems that directly solving the Eq. (13) is difficult because of the equality and PSD constraints imposed on $\mathbf{K}_{p}$. By following [32], we parameterize each $\mathbf{K}_{p}$ as

$$
\mathbf{K}_{p}=\left[\begin{array}{cc}
\mathbf{K}_{p}^{(d d)} & \mathbf{K}_{p}^{(d d)} \mathbf{Z}_{p}  \tag{14}\\
\mathbf{Z}_{p}^{\top} \mathbf{K}_{p}^{(d d)} & \mathbf{Z}_{p}^{\top} \mathbf{K}_{p}^{(d d)} \mathbf{Z}_{p}
\end{array}\right],
$$

where $\mathbf{Z}_{p} \in \mathbb{R}^{d \times m} . d$ and $m$ refer to the number of observed samples and unobserved ones, respectively. With Eq. (14), we assume that the observed ones represent the missing kernel entries. It is shown in [32] that $\mathbf{K}_{p}$ in Eq. (14) automatically satisfies both constraints after this parameterization.

Based on the parameterization in Eq. (14), the constrained optimization in Eq. 13) is equivalent to

$$
\min _{\mathbf{Z}_{p}} \operatorname{Tr}\left(\left[\begin{array}{cc}
\mathbf{K}_{p}^{(d d)} & \mathbf{K}_{p}^{(d d)} \mathbf{Z}_{p}  \tag{15}\\
\mathbf{Z}_{p}^{\top} \mathbf{K}_{p}^{(d d)} & \mathbf{Z}_{p}^{\top} \mathbf{K}_{p}^{(d d)} \mathbf{Z}_{p}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{Q}^{(d d)} & \mathbf{Q}^{(d m)} \\
\mathbf{Q}^{(d m)^{\top}} & \mathbf{Q}^{(m m)}
\end{array}\right]\right)
$$

where $\mathbf{Q}$ is decomposed into the following sub-matrices $\left[\begin{array}{cc}\mathbf{Q}^{(d d)} & \mathbf{Q}^{(d m)}{ }^{(d m)} \\ \mathbf{Q}^{(m m)}\end{array}\right]$.
To minimize Eq. (15), we take its derivative with respect to $\mathbf{Z}_{p}$ and let it vanish, leading to

$$
\begin{equation*}
\mathbf{Z}_{p}=-\mathbf{Q}^{(d m)}\left(\mathbf{Q}^{(m m)}\right)^{-1} \tag{16}
\end{equation*}
$$

As a result, we obtain an analytical solution for the optimal $\mathbf{K}_{p}$ by substituting the $\mathbf{Z}_{p}$ in Eq. (16) into Eq. (14). As seen, Eq. (13) provides a guidance for the imputation of each base kernel by exploring the data structure in a local manner. Specifically, it locally estimates the alignment between the similarity of each sample and its $\tau$-nearest neighbors with corresponding ideal matrix. This enables the proposed algorithm to better utilize the intra-cluster variations among samples. Therefore, the clustering performance could be improved, mainly attributing to an effective incomplete kernels imputation measure.

Optimizing $\gamma$ with $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ and $\mathbf{H}$ fixed. Given $\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}$ and $\mathbf{H}$, it is easy to present that Eq. 10) w.r.t. $\gamma$ is as below,

$$
\begin{align*}
\min _{\gamma} & \frac{1}{2} \gamma^{\top}(2 \mathbf{W}+\lambda \tilde{\mathbf{M}}) \boldsymbol{\gamma}  \tag{17}\\
\text { s.t. } & \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0,
\end{align*}
$$

where $\mathbf{W}=\operatorname{diag}\left(\left[\operatorname{Tr}\left(\mathbf{K}_{1} \mathbf{Q}\right), \cdots, \operatorname{Tr}\left(\mathbf{K}_{m} \mathbf{Q}\right)\right]\right)$. The Theorem 1 in the following indicates that $\mathbf{W}$ is PSD.

Theorem 1: The Hessian matrix $2 \mathbf{W}+\lambda \tilde{\mathbf{M}}$ in Eq. 17) is a symmetric PSD matrix.

Proof 1: By defining $\mathbf{H}=\left[\mathbf{h}_{1}, \cdots, \mathbf{h}_{k}\right]$, we can find out that $\mathbf{H} \mathbf{H}^{\top} \mathbf{h}_{c}=\mathbf{h}_{c}(1 \leq c \leq k)$ since $\mathbf{H}^{\top} \mathbf{H}=\mathbf{I}_{k}$. This indicates that $\mathbf{H} \mathbf{H}^{\top}$ has $k$ eigenvalue with 1 . Besides, its rank does not exceed $k$. This means that its has $n-k$ eigenvalue with 0 . $\mathbf{I}_{n}-\mathbf{H H}^{\top}$ contains $n-k$ eigenvalue with 1 and $k$ eigenvalue with 0 . Consequently, $\mathbf{A}^{(i)}\left(\mathbf{I}_{n}-\mathbf{H} \mathbf{H}^{\top}\right) \mathbf{A}^{(i)}$ is PSD, which ensures that $\mathbf{Q}=\sum_{i=1}^{n}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)$ is PSD. As a result, we have $w_{p}=\operatorname{Tr}\left(\mathbf{K}_{p} \mathbf{Q}\right) \geq 0, \forall p$, guaranteeing the positiveness of $\mathbf{W}$. Meanwhile, $\mathbf{W}$ is also a symmetric PSD matrix according to [35]. Consequently, $2 \mathbf{W}+\lambda \tilde{\mathbf{M}}$ is a symmetric PSD matrix.

On the basis of Theorem [1 we can guarantee that the optimization in Eq. (17) w.r.t $\gamma$ is a traditional quadratic programming (QP) with linear constraints. Therefore, it can be conveniently handled by existing optimization packages.

Algorithm 1 presents an outline of solving Eq. (10) by the proposed algorithm, where we adopt the zero-filling method to initially impute the missing elements of $\left\{\mathbf{K}_{p}^{(0)}\right\}_{p=1}^{m}$ and utilize $\mathrm{obj}^{(t)}$ to represent the objective value at the $t$-th iteration. Besides, the neighbors of each sample remain unvaried during the optimization procedure in LI-MKKM-MR. In specific, we calculate the $\tau$-nearest neighbors of each sample by $\mathbf{K}_{\gamma^{(0)}}$. By this way, the optimization target of LI-MKKM-MR is guaranteed to be reduced in a monotonic manner when we update one variable and keep the others unchanged iteratively. Simultaneously, the objective is lower-bounded by zero.

```
Algorithm 1 The Proposed LI-MKKM-MR
    Input: \(\left\{\mathbf{K}_{p}^{d d)}\right\}_{p=1}^{m},\left\{\mathbf{e}_{p}\right\}_{p=1}^{m}, k, \tau, \lambda\) and \(\epsilon_{0}\).
    Output: \(\mathbf{H}, \boldsymbol{\gamma}\) and \(\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}\).
    Initialize \(\gamma^{(0)}=\mathbf{1}_{m} / m,\left\{\mathbf{K}_{p}^{(0)}\right\}_{p=1}^{m}\) and \(t=1\).
    Generate \(\mathbf{U}^{(i)}\) for \(i\)-th samples \((1 \leq i \leq n)\) by \(\mathbf{K}_{\gamma^{(0)}}\).
    Calculate \(\mathbf{A}^{(i)}=\mathbf{U}^{(i)} \mathbf{U}^{(i)^{\top}}\) for \(i\)-th samples \((1 \leq i \leq n)\).
    repeat
        \(\mathbf{K}_{\boldsymbol{\gamma}^{(t)}}=\sum_{p=1}^{m}\left(\gamma_{p}^{(t-1)}\right)^{2} \mathbf{K}_{p}^{(t-1)}\).
        Update \(\mathbf{H}^{(t)}\) by solving Eq. 11 with \(\mathbf{K}_{\boldsymbol{\gamma}^{(t)}}\).
        Update \(\left\{\mathbf{K}_{p}^{(t)}\right\}_{p=1}^{m}\) with \(\mathbf{H}^{(t)}\) by Eq. 13.
        Update \(\gamma^{(t)}\) by solving Eq. 17 with \(\mathbf{H}^{(t)}\) and
        \(\left\{\underline{\underline{K}}_{p t}^{(t)}\right\}_{p=1}^{m}\).
    until \(\left(\mathrm{obj}^{(t-1)}-\mathrm{obj}^{(t)}\right) / \mathrm{obj}^{(t)} \leq \epsilon_{0}\)
```

Hence, it is guaranteed that LI-MKKM-MR converges into a local optimal solution. Experimental results have demonstrated that our method usually converges quickly.
The end of this part analyzes the computational complexity of our method. In specific, the computational complexity of LI-MKKM-MR is $\mathcal{O}\left(n^{3}+\sum_{p=1}^{m} n_{p}^{3}+m^{3}\right)$ at each iteration, where $n_{p}\left(n_{p} \leq n\right)$ and $m$ refer to the number of observed samples of $\mathbf{K}_{p}$ and base kernels. The complexity of LI-MKKM-MR can be compared to that of MKKM-IK [31] and LI-MKKM [32]. Moreover, each sample of $\mathbf{K}_{p}$ is independent so that they can be measured in a parallel manner. By this means, our LI-MKKM-MR can scale well regardless of the variation of the base kernels number.

## IV. Theoretical Results

The generalization error of $k$-means clustering algorithm has been widely discussed in existing literature [36-38]. We first establish the theoretical connection between existing MKKM-IK [38] with LI-MKKM-MR, and further derive the generalization error bound of LI-MKKM-MR based on the theoretical results in [38]. The following Theorem 2 points out that the local kernel alignment adopted in our LI-MKKMMR can be achieved by normalizing each base kernel matrix.
Theorem 2: The local kernel alignment criterion in Eq. 88 is equivalent to the widely adopted global kernel alignment by normalizing each base kernel matrix.

Proof 2: The objective function in Eq. (8) can be written as

$$
\begin{align*}
& \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{K}_{\gamma}\left(\mathbf{A}^{(i)}-\mathbf{A}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{A}^{(i)}\right)\right) \\
& =\sum_{i=1}^{n}\left\langle\mathbf{A}^{(i)} \otimes \mathbf{K}_{\gamma}, \mathbf{A}^{(i)} \otimes\left(\mathbf{I}-\mathbf{H H}^{\top}\right)\right\rangle_{\mathrm{F}} \\
& =\sum_{i=1}^{n}\left\langle\mathbf{A}^{(i)} \otimes \mathbf{K}_{\gamma}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\left\langle\left(\sum_{i=1}^{n} \mathbf{A}^{(i)}\right) \otimes \mathbf{K}_{\gamma}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}}  \tag{18}\\
& =\sum_{p=1}^{m} \gamma_{p}^{2}\left\langle\left(\sum_{i=1}^{n} \mathbf{A}^{(i)}\right) \otimes \mathbf{K}_{p}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\sum_{p=1}^{m} \gamma_{p}^{2}\left\langle\tilde{\mathbf{K}}_{p}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\operatorname{Tr}\left(\tilde{\mathbf{K}}_{\gamma}\left(\mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right)\right),
\end{align*}
$$

where $\otimes$ denotes elementwise multiplication between two matrices, $\tilde{\mathbf{K}}_{p}=\left(\sum_{i=1}^{n} \mathbf{A}^{(i)}\right) \otimes \mathbf{K}_{p}$ can be treated as a normalized $\mathbf{K}_{p}$, and $\tilde{\mathbf{K}}_{\boldsymbol{\gamma}}=\sum_{p=1}^{m} \gamma_{p}^{2} \tilde{\mathbf{K}}_{p}$. Consequently, by such normalization applied on each base kernel, we can clearly see that the local kernel alignment criterion in Eq. (8) is exactly the global kernel alignment in [38]. This completes the proof.

Let $t\left(\mathbf{x}^{(p)}\right)=1$ if the $p$-th view of $\mathbf{x}$ is available, otherwise $\mathbf{x}^{(p)}$ should be optimized. It is worth pointing out that $t\left(\mathbf{x}^{(p)}\right)$ is a random variable which depends on $\mathbf{x}$. Let $\hat{\mathbf{C}}=\left[\hat{\mathbf{C}}_{1}, \cdots, \hat{\mathbf{C}}_{k}\right]$ be the $k$ centroids and $\hat{\gamma}$ be the kernel weights learned by LI-MKKM-MR. $k$-means clustering should make the reconstruction error small

$$
\begin{equation*}
\mathbb{E}\left[\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\hat{\gamma}}(\mathbf{x})-\hat{\mathbf{C}} \mathbf{y}\right\|_{\mathcal{H}}^{2}\right], \tag{19}
\end{equation*}
$$

where $\phi_{\hat{\gamma}}(\mathbf{x})=\left[\hat{\gamma}_{1} t\left(\mathbf{x}^{(1)}\right) \phi_{1}^{\top}\left(\mathbf{x}^{(1)}\right), \cdots, \hat{\gamma}_{m} t\left(\mathbf{x}^{(m)}\right) \phi_{m}^{\top}\left(\mathbf{x}^{(m)}\right)\right]^{\top}$, $\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}$ form the orthogonal bases of $\mathbb{R}^{k}$.

We first define a function class:

$$
\begin{align*}
\mathcal{F} & =\left\{f: \mathbf{x} \mapsto \min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}}(\mathbf{x})-\mathbf{C y}\right\|_{\mathcal{H}}^{2} \mid \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0,\right. \\
& \left.\mathbf{C} \in \mathcal{H}^{k}, t\left(\mathbf{x}_{i}^{(p)}\right) t\left(\mathbf{x}_{j}^{(p)}\right) \tilde{\kappa}_{p}^{\top}\left(\mathbf{x}_{i}^{(p)}, \mathbf{x}_{j}^{(p)}\right) \leq b, \forall p, \forall \mathbf{x}_{i} \in \mathcal{X}\right\}, \tag{20}
\end{align*}
$$

where $\mathcal{H}^{k}$ represents the multiple kernel Hilbert space and $\tilde{\kappa}(\cdot, \cdot)$ is a kernel function corresponding to $\tilde{\mathbf{K}}_{p}$.

Based on Theorem 2, we derive the generalization error bound of the proposed LI-MKKM-MR by following [38].

Theorem 3: For any $\delta>0$, with probability at least $1-\delta$, the following holds for all $f \in \mathcal{F}$ :

$$
\begin{align*}
\mathbb{E}[f(\mathbf{x})] & \leq \frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)+\frac{4 \sqrt{\pi} m b \mathcal{G}_{1 n}(\boldsymbol{\gamma}, t)}{n}+\frac{4 \sqrt{\pi m} b \mathcal{G}_{2 n}(\boldsymbol{\gamma}, t)}{n} \\
& +\frac{\sqrt{8 \pi} b k^{2}}{\sqrt{n}}+2 b \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{21}
\end{align*}
$$

where

$$
\begin{gather*}
\mathcal{G}_{1 n}(\boldsymbol{\gamma}, t) \triangleq \mathbb{E}_{\gamma}\left[\sup _{\gamma, t} \sum_{i=1}^{n} \sum_{p, q=1}^{m} \gamma_{i p q} t\left(\mathbf{x}_{i}^{(p)}\right) t\left(\mathbf{x}_{i}^{(q)}\right) \gamma_{p} \gamma_{q}\right],  \tag{22}\\
\mathcal{G}_{2 n}(\gamma, t)=\mathbb{E}_{\gamma}\left[\sup _{\gamma, t} \sum_{i=1}^{n} \sum_{c=1}^{k} \sum_{p=1}^{m} \gamma_{i c p} \gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right)\right], \tag{23}
\end{gather*}
$$

and $\gamma_{i p q}, \gamma_{i c p}, i \in\{1, \ldots, n\}, p, q \in\{1, \ldots, m\}, c \in$ $\{1, \ldots, k\}$ are i.i.d. Gaussian random variables with zero mean and unit standard deviation.

According to analyses in [38], our local kernel alignment criterion in Eq. (8), with normalized base kernel matrices, is an upper bound of $\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)$. As a result, by minimizing $\operatorname{Tr}\left(\tilde{\mathbf{K}}_{\gamma}\left(\mathbf{I}_{n}-\mathbf{H H}^{\top}\right)\right)$, one can get a small $\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)$ for good generalization. This justifies the good generalization ability of the LI-MKKM-MR. The detailed proof has been presented in the supplementary material.

## V. Experiments

## A. Experimental Settings

In our experiments, we adopt ten widely used MKL benchmark data sets to verify the proposed algorithms, including

Oxford Flower17 and Flower102 $2^{1}$, Caltech102 $2^{2}$, Digita $\sqrt{3}^{3}$ and Protein Fold Prediction $\sqrt[4]{4}$. The information of them is shown in Table $\Pi$ The kernel matrices of these datasets are precomputed, and can be directly obtained from the aforementioned link. Caltech102-5 refers to the number of samples belonging to each cluster is 5 , and the same for the rest datasets. The publicly access codes for kernel $k$-means and MKKM can be found in the website ${ }^{5}$
Several well-known and widely used imputation methods, such as zero filling (ZF), mean filling (MF), $k$-nearestneighbor filling (KNN), alignment-maximization filling (AF) are contained in [27]. After that, researchers take the imputed kernel matrices as the input of classical MKKM. The kind of two-stage methods are named MKKM+ZF, MKKM+MF, MKKM +KNN and MKKM +AF , respectively. Also, the newly proposed MKKM-IK [31], LI-MKKM [32], MVEC [39] and CG-IMVC [40] are also incorporated as strong baselines. The algorithms in [28, [29, 41] are not incorporated into our experimental comparison since that these algorithms only consider the missing of input features, rather than the rows or columns of base kernel matrices in our case.
In the experiment, $\varepsilon$ is used to denote the percentage of incomplete samples. Intuitively, the clustering performance will become less accurate when the value of $\varepsilon$ is increasing. In our simulation, we set $\varepsilon$ as $[0.1: 0.1: 0.9]$ on all the 10 data sets. The performance metrics in this simulation include the clustering accuracy (ACC), normalized mutual information (NMI) and purity. For each method, we present the best result among 50 trials, where each trial started from a random initialization state. As a result, the effect of randomness caused by $k$ means could be alleviated. We generate "incomplete" patterns randomly for 10 times and report the statistical results. For all datasets, the quantity of clusters is given and set as the ground truth of classes. The generation of the missing vectors $\left\{\mathbf{s}_{p}\right\}_{p=1}^{m}$ follows the approach in [31]: (1) Randomly select round $(\varepsilon * n)$ samples with the rounding function round $(\cdot)$. (2) Generate a random vector $\mathbf{v}=\left(v_{1}, \cdots, v_{k}, \cdots, v_{m}\right), v_{k} \in[0,1]$ and a scalar $v_{0}, v_{0} \in[0,1]$ for each selected sample. (3) If $v_{p} \geq v_{0}$, it present the $p$-th view for this sample. (4) If there is no $v_{p} \geq v_{0}$, generate a new $\mathbf{v}$. Note that there is no requirement on complete view for each sample. In this instance, the index vector $\mathbf{s}_{p}$ is obtained to list the samples with the presentation on the $p$-th view.

## B. Experimental Results

Experiments on Flower17 and Flower102. Three performance metrics, including the ACC, NMI and purity, of the testing algorithms with the variation of missing ratios in $[0.1, \cdots, 0.9]$ on the Flower17 and Flower102 datasets have been demonstrated in Figure 1 We have the following observations.

- The newly proposed MKKM-IK [33] (in green) has shown promising performance improvements
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Figure 1: Clustering accuracy, NMI and purity comparison with the variation of missing ratios on Flower17 and Flower102 datasets.

Table III: Aggregated ACC, NMI and purity comparison (mean $\pm$ std) of different kinds of clustering algorithms on Flower 17 and Flower102 datasets.

| Datasets | MKKM |  |  |  | MKKM-IK | LI-MKKM | MVEC | CG-IMVC | LI-MKKM-MR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | +ZF | +MF | +KNN | +AF [27] | [33] | [32] | [39] | [40] | Proposed |
| ACC |  |  |  |  |  |  |  |  |  |
| Flower17 | $36.9 \pm 0.8$ | $36.8 \pm 0.6$ | $37.8 \pm 0.6$ | $40.5 \pm 0.7$ | $44.6 \pm 0.6$ | $48.0 \pm 0.4$ | $24.9 \pm 0.4$ | $37.1 \pm 0.7$ | $56.6 \pm 0.3$ |
| Flower 102 | $18.0 \pm 0.2$ | $18.0 \pm 0.2$ | $18.2 \pm 0.1$ | $19.2 \pm 0.1$ | $21.1 \pm 0.2$ | $23.1 \pm 0.1$ | - | $19.7 \pm 0.3$ | $\mathbf{3 0 . 5} \pm 0.3$ |
| NMI |  |  |  |  |  |  |  |  |  |
| Flower17 | $37.3 \pm 0.4$ | $37.3 \pm 0.5$ | $38.2 \pm 0.5$ | $40.1 \pm 0.4$ | $43.7 \pm 0.3$ | $46.4 \pm 0.2$ | $20.7 \pm 0.4$ | $36.5 \pm 0.7$ | $53.5 \pm 0.2$ |
| Flower102 | $37.4 \pm 0.1$ | $37.4 \pm 0.1$ | $37.8 \pm 0.1$ | $38.4 \pm 0.1$ | $39.6 \pm 0.1$ | $41.8 \pm 0.1$ | - | $25.8 \pm 0.3$ | $47.5 \pm 0.1$ |
| Purity |  |  |  |  |  |  |  |  |  |
| Flower17 | $38.4 \pm 0.6$ | $38.3 \pm 0.6$ | $39.3 \pm 0.6$ | $42.0 \pm 0.6$ | $45.9 \pm 0.5$ | $48.9 \pm 0.4$ | $25.7 \pm 0.4$ | $40.1 \pm 0.7$ | $57.3 \pm 0.2$ |
| Flower102 | $22.5 \pm 0.1$ | $22.4 \pm 0.1$ | $22.8 \pm 0.1$ | $23.7 \pm 0.2$ | $25.8 \pm 0.2$ | $28.1 \pm 0.1$ | - | $22.9 \pm 0.3$ | $35.8 \pm 0.3$ |

Table II: Datasets summary.

| Dataset | \#Samples | \#Views | \#Classes |
| :--- | :---: | :---: | :---: |
| Flower17 | 1360 | 7 | 17 |
| Flower102 | 8189 | 4 | 102 |
| Caltech102-5 | 510 | 48 | 102 |
| Caltech102-10 | 1020 | 48 | 102 |
| Caltech102-15 | 1530 | 48 | 102 |
| Caltech102-20 | 2040 | 48 | 102 |
| Caltech102-25 | 2550 | 48 | 102 |
| Caltech102-30 | 3060 | 48 | 102 |
| Digital | 2000 | 3 | 10 |
| ProteinFold | 694 | 12 | 27 |

on the ACC, NMI and purity compared with the previous two-stage imputation methods. For example, the MKKM+AF outperforms MKKM-IK by $0.1 \%, 0.6 \%, 2.5 \%, 2.8 \%, 4.1 \%, 4.7 \%, 6.0 \%, 8.5 \%, 8.2 \%$ in terms of clustering accuracy on Flower17, which clearly demonstrates the benefit of the joint optimization
on imputation and clustering.

- Also, LI-MKKM outperforms MKKM-IK by $8.4 \%, 4.4 \%, 5.8 \%, 3.1 \%, 2.6 \%, 2.6 \%, 1.2 \%, 0.2 \%, 2.2 \%$
on Flower17. This result clearly verifies that the utilizing data's local structure further boosts the clustering performance.
- Furthermore, our proposed LI-MKKM-MR (in red) significantly outperforms the LI-MKKM in all cases from Fig 1a to 1 f in the aspect of clustering performance. For example, LI-MKKM-MR further outperforms LI-MKKM by $8.5 \%, 11.2 \%, 9.7 \%, 10.1 \%, 9.4 \%, 9.2 \%, 8.2 \%, 7.7 \%, 3.6 \%$. This result indicates the effectiveness of incorporating the matrix-induced regularization.
- In addition, our newly proposed method demonstrates stronger advantage when compared to previous ones, especially under low missing ratios. It is noticeably that in Figure 1a, when the missing ratio is extremely


Figure 2: Clustering accuracy, NMI and purity comparison with the variation of missing ratios on Caltech102-20, Caltech102-25 and Caltech102-30.

Table IV: Total ACC, NMI and purity comparison (mean $\pm$ std) of various clustering algorithms on Caltech102. On account of out of memory, the clustering results of MVEC [39] on Caltech102-15, Caltech102-20, Caltech102-25 and Caltech102-30 are not reported.

|  | MKKM |  |  |  | MKKM-IK | LI-MKKM | MVEC | CG-IMVC | LI-MKKM-MR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | +ZF | +MF | +KNN | +AF [27] | [33] | [32] | [39] | [40] | Proposed |
| ACC |  |  |  |  |  |  |  |  |  |
| Cal102-5 | $26.1 \pm 0.3$ | $25.7 \pm 0.3$ | $27.3 \pm 0.3$ | $29.0 \pm 0.3$ | $28.9 \pm 0.3$ | $31.4 \pm 0.3$ | $26.8 \pm 0.2$ | $33.8 \pm 0.2$ | $34.0 \pm 0.3$ |
| Cal102-10 | $19.7 \pm 0.2$ | $19.7 \pm 0.2$ | $21.5 \pm 0.2$ | $22.6 \pm 0.2$ | $22.7 \pm 0.2$ | $27.3 \pm 0.2$ | $22.4 \pm 0.1$ | $28.9 \pm 0.2$ | $28.9 \pm 0.3$ |
| Cal102-15 | $17.1 \pm 0.2$ | $17.1 \pm 0.2$ | $18.9 \pm 0.1$ | $20.3 \pm 0.2$ | $20.8 \pm 0.2$ | $25.1 \pm 0.2$ | - | $\mathbf{2 7 . 3} \pm 0.1$ | $27.0 \pm 0.4$ |
| Cal102-20 | $15.7 \pm 0.1$ | $15.7 \pm 0.2$ | $17.3 \pm 0.2$ | $18.9 \pm 0.2$ | $19.5 \pm 0.1$ | $24.1 \pm 0.2$ | - | $25.8 \pm 0.2$ | $26.3 \pm 0.2$ |
| Cal102-25 | $14.7 \pm 0.2$ | $14.6 \pm 0.1$ | $16.2 \pm 0.1$ | $17.7 \pm 0.2$ | $18.3 \pm 0.2$ | $23.3 \pm 0.2$ | - | $24.6 \pm 0.2$ | $25.5 \pm 0.2$ |
| Cal102-30 | $14.2 \pm 0.1$ | $14.1 \pm 0.1$ | $15.5 \pm 0.2$ | $17.1 \pm 0.2$ | $17.8 \pm 0.2$ | $22.2 \pm 0.1$ | - | $23.5 \pm 0.1$ | $24.6 \pm 0.1$ |
| NMI |  |  |  |  |  |  |  |  |  |
| Cal102-5 | $64.3 \pm 0.2$ | $63.9 \pm 0.1$ | $65.9 \pm 0.2$ | $66.6 \pm 0.1$ | $66.5 \pm 0.2$ | $67.1 \pm 0.2$ | $65.6 \pm 0.1$ | $52.9 \pm 0.4$ | $68.6 \pm 0.2$ |
| Cal102-10 | $53.6 \pm 0.1$ | $53.7 \pm 0.1$ | $55.2 \pm 0.1$ | $55.7 \pm 0.2$ | $55.8 \pm 0.1$ | $58.7 \pm 0.1$ | $55.1 \pm 0.1$ | $40.4 \pm 0.5$ | $59.2 \pm 0.3$ |
| Cal102-15 | $47.4 \pm 0.1$ | $47.4 \pm 0.1$ | $48.8 \pm 0.1$ | $49.7 \pm 0.1$ | $50.1 \pm 0.1$ | $53.6 \pm 0.1$ | - | $37.0 \pm 0.3$ | $54.6 \pm 0.2$ |
| Cal102-20 | $43.1 \pm 0.1$ | $43.1 \pm 0.2$ | $44.5 \pm 0.1$ | $45.6 \pm 0.2$ | $46.0 \pm 0.1$ | $50.4 \pm 0.1$ | - | $34.4 \pm 0.3$ | $51.8 \pm 0.1$ |
| Cal102-25 | $40.0 \pm 0.1$ | $39.9 \pm 0.1$ | $41.5 \pm 0.1$ | $42.5 \pm 0.2$ | $43.0 \pm 0.2$ | $47.7 \pm 0.2$ | - | $32.9 \pm 0.3$ | $49.4 \pm 0.1$ |
| Cal102-30 | $37.8 \pm 0.1$ | $37.7 \pm 0.1$ | $39.2 \pm 0.1$ | $40.3 \pm 0.1$ | $40.9 \pm 0.1$ | $45.6 \pm 0.1$ | - | $31.3 \pm 0.2$ | $47.4 \pm 0.1$ |
| Purity |  |  |  |  |  |  |  |  |  |
| Cal102-5 | $26.7 \pm 0.4$ | $26.4 \pm 0.3$ | $27.9 \pm 0.3$ | $29.8 \pm 0.3$ | $29.6 \pm 0.3$ | $32.6 \pm 0.3$ | $27.3 \pm 0.2$ | $35.9 \pm 0.2$ | $35.5 \pm 0.3$ |
| Cal102-10 | $21.0 \pm 0.2$ | $21.0 \pm 0.2$ | $22.9 \pm 0.2$ | $24.0 \pm 0.3$ | $24.2 \pm 0.2$ | $29.0 \pm 0.2$ | $23.3 \pm 0.1$ | $31.7 \pm 0.2$ | $30.8 \pm 0.3$ |
| Cal102-15 | $18.5 \pm 0.2$ | $18.5 \pm 0.2$ | $20.4 \pm 0.2$ | $21.6 \pm 0.2$ | $22.2 \pm 0.2$ | $26.7 \pm 0.2$ | - | $30.2 \pm 0.1$ | $28.8 \pm 0.3$ |
| Cal102-20 | $17.1 \pm 0.1$ | $17.0 \pm 0.2$ | $18.8 \pm 0.2$ | $20.2 \pm 0.2$ | $20.9 \pm 0.1$ | $25.8 \pm 0.2$ | - | $29.0 \pm 0.2$ | $28.1 \pm 0.2$ |
| Cal102-25 | $16.0 \pm 0.2$ | $16.0 \pm 0.2$ | $17.7 \pm 0.2$ | $19.1 \pm 0.2$ | $19.7 \pm 0.1$ | $25.2 \pm 0.2$ | - | $28.4 \pm 0.1$ | $27.6 \pm 0.2$ |
| Cal102-30 | $15.4 \pm 0.1$ | $15.4 \pm 0.1$ | $17.0 \pm 0.1$ | $18.4 \pm 0.2$ | $19.1 \pm 0.2$ | $24.0 \pm 0.1$ | - | $27.3 \pm 0.1$ | $26.5 \pm 0.1$ |

low ( $\varepsilon=0.1$ ), LI-MKKM-MR improves the second best algorithm (LI-MKKM) by $8.5 \%$ in terms of clustering accuracy on Flower17.
In Table III, the aggregated ACC, NMI, purity, and the standard deviation are reported, where we show the highest performance one in bold. Similarly, the results also illustrates that MKKM +ZF , MKKM +MF , MKKM +KNN , MKKM +AF and MKKM-IK are outperformed by the proposed algorithm. Specifically, the second best one (LI-MKKM) is exceeded by the proposed LI-MKKM-MR by $7 \%$.

Experiments on Caltech102 Dataset. Figure 2 presents ACC, NMI and purity of all the testing algorithms over variational missing ratios on Caltech102 datasets. We find out that the recently proposed MKKM-IK [33] (in green) achieves a comparable clustering performance with a representative two-stage imputation method MKKM+AF, while the proposed LI-MKKM outperforms MKKM-IK with significant improvements on all the performance criterions, details can be found in Fig 2 a to 2 i . More precisely, LI-MKKM obtains $6.4 \%, 5.0 \%, 5.1 \%, 4.7 \%, 4.6 \%, 4.5 \%, 3.8 \%, 3.2 \%, 2.6 \%$ higher clustering accuracy than MKKM-IK when the missing ratios vary from 0.1 to 0.9 on Caltech102-30. This also illustrates that the well utilization of the local structure of data assures performance improvement. Furthermore, by taking into account the correlation among base kernels, LI-MKKM-MR further improves the clustering performance over the baseline LI-MKKM.

The aggregated ACC, NMI and purity, and the standard deviation on Caltech 102 datasets are reported in Table IV Similarly, in comparison to the MKKM+ZF, MKKM+MF, MKKM+KNN, MKKM+AF and MKKM-IK, our method still achieves much better clustering performance. For instance, the proposed LI-MKKM-MR obtains $2.1 \%, 2.1 \%, 2.8 \%, 2.4 \%, 2.7 \%, 2.4 \%$ higher clustering accuracy than LI-MKKM. In addition, LI-MKKM-MR achieves comparable clustering performance with the newly proposed CG-IMVC [40] in terms of ACC and purity on Caltech102. However, LI-MKKM-MR significantly outperforms CG-IMVC in terms of NMI. The results on Caltech102-5, Caltech102-10 and Caltech102-15 are provided in the supplemental material due to space limit, whose results demonstrate the same conclusion as well.

Experiments on UCI-Digital Dataset. In this simulation, we apply all the testing methods on UCI-Digital dataset, which is widely utilized in in multiple kernel clustering as a benchmark. For each kind of missing ratio, we generate "incomplete patterns" for 10 times and report their averaged results.

The ACC, NMI and purity of all the testing methods over variational missing ratios are presented in Figure 3 It is clear that the latest proposed MKKM-IK provides unsatisfactory results on UCI-Digital, which is even worse than MKKM+KNN. However, LI-MKKM significantly outperforms the second best one (MKKM+KNN) by $22.2 \%, 21.9 \%, 20.6 \%, 19.5 \%, 17.9 \%, 17.9 \%, 20.4 \%, 23.8 \%$ and $23.2 \%$ on accuracy. In addition, the proposed LI-MKKMMR further consistently improves the clustering performance
of LI-MKKM. The aggregated clustering results in Table V also denote the same performance.

Experiments on Protein Fold Prediction Dataset. In this experiment, the protein fold dataset is applied to evaluate the testing methods, and we report all results in Figure 4 and Table VI. Also, we can find that our LI-MKKM-MR also achieves much better results than the rest algorithms on ACC, NMI and purity on the dataset.

In short, we think our algorithm has three advantages:

- The joint optimization based on imputation and clustering. First of all, the process of imputation is guided by the clustering results, which makes the imputation more direct to the final goal. Second, refining the clustering results can benefits from this meaningful imputation. These two learning processes work well together, thus leads to the clustering performance improvement. In contrast, MKKM+MF, MKKM+KNNMKKM+ZF, and MKKM + AF algorithms do not fully make use of the connection between the imputation and clustering procedures. This may produce imputation which does not well serve the subsequent clustering as originally expected, affecting the clustering performance;
- Considerably utilizing data's local structure. Our local kernel alignment criterion is flexible and it makes the pre-specified kernels aligned for better clustering performance;
- Well considering the correlation of incomplete base kernels. The incorporated matrix-induced regularization reduces the high redundancy and enforces low diversity among the selected kernels, making the pre-specified kernels be well utilized.
These factors have led to significant improvements in cluster performance.


## C. Parameter Sensitivity of LI-MKKM-MR

In this part, we analyze that relationship between the clustering performance and matrix-induced regularization. Referring to the Eq. (10), LI-MKKM-MR induces the ratio of the nearest neighbors $\tau$ and regularization parameter $\lambda$. In the following, we conduct another experiment to show the variation of performance among different $\tau$ and $\lambda$ on Flower 17 dataset.

Figure 5 a and 5 b shows the ACC and NMI of our algorithm by varying $\tau$ in a huge range [0.02:0.02:0.2] with $\lambda=2^{-6}$. From these figures, we can find that: i) The ACC fluctuates with the monotonically increasing of $\tau$. ii) The start points of the ACC curves are typically higher than the end points, which induces that when the matrix-induced regularization term is dominated at ending points while the local kernel alignment maximization is dominated at starting points. These observations verify the successful joint preservation of local structure of data and matrix-induced regularization term in our algorithm. Similarly, 5c and 5d presents the ACC and NMI of our algorithms by tuning $\lambda$ from $2^{-9}$ to 2 with $\tau=0.1$. In this scenario, our algorithm also shows stable performance over variational $\lambda$.

As aforementioned, we conclude that comparing to only preserving global kernel alignment, such as MKKM-IK in


Figure 3: Clustering accuracy, NMI and purity comparison with the variation of missing ratios on UCI-digital dataset.

Table V: Total ACC, NMI and purity comparison (mean $\pm$ std) of various clustering algorithms on UCI-Digital.

| MKKM |  |  |  | MKKM-IK | LI-MKKM | MVEC | CG-IMVC | LI-MKKM-MR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +ZF | +MF | +KNN | +AF [27] | [33] | [32] | [39] | [40] | Proposed |
| ACC |  |  |  |  |  |  |  |  |
| $42.7 \pm 0.4$ | $43.1 \pm 0.3$ | $71.3 \pm 1.0$ | $47.9 \pm 0.5$ | $48.0 \pm 0.4$ | $82.9 \pm 0.3$ | $35.0 \pm 0.8$ | $73.3 \pm 1.1$ | $92.1 \pm 0.3$ |
| NMI |  |  |  |  |  |  |  |  |
| $41.8 \pm 0.2$ | $40.0 \pm 0.2$ | $63.3 \pm 0.5$ | $47.0 \pm 0.2$ | $46.9 \pm 0.2$ | $73.4 \pm 0.3$ | $31.3 \pm 1.1$ | $73.3 \pm 0.9$ | $84.8 \pm 0.4$ |
| Purity |  |  |  |  |  |  |  |  |
| $44.6 \pm 0.5$ | $43.4 \pm 0.3$ | $71.4 \pm 0.7$ | $50.4 \pm 0.3$ | $50.8 \pm 0.4$ | $82.9 \pm 0.3$ | $37.8 \pm 0.8$ | $76.3 \pm 1.0$ | $92.1 \pm 0.3$ |



Figure 4: Clustering accuracy, NMI and purity comparison with the variation of missing ratios on protein Fold Prediction dataset.

Table VI: Total ACC, NMI and purity comparison (mean $\pm$ std) of various clustering algorithms on Protein Fold Prediction dataset.

| MKKM |  |  |  | MKKM-IK | LI-MKKM | MVEC | CG-IMVC | LI-MKKM-MR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| +ZF | +MF | +KNN | +AF [27] | [33] | [32] | [39] | [40] | Proposed |
| ACC |  |  |  |  |  |  |  |  |
| $20.8 \pm 0.2$ | $20.5 \pm 0.3$ | $21.1 \pm 0.5$ | $21.0 \pm 0.2$ | $23.2 \pm 0.6$ | $24.5 \pm 0.5$ | $17.1 \pm 0.2$ | $23.2 \pm 0.3$ | $26.5 \pm 0.2$ |
| NMI |  |  |  |  |  |  |  |  |
| $29.3 \pm 0.4$ | $29.5 \pm 0.5$ | $30.5 \pm 0.4$ | $29.5 \pm 0.3$ | $32.3 \pm 0.6$ | $33.5 \pm 0.3$ | $22.3 \pm 0.2$ | $17.5 \pm 0.6$ | $34.6 \pm 0.2$ |
| Purity |  |  |  |  |  |  |  |  |
| $27.2 \pm 0.4$ | $27.2 \pm 0.4$ | $27.9 \pm 0.5$ | $27.5 \pm 0.4$ | $29.8 \pm 0.7$ | $30.8 \pm 0.4$ | $21.8 \pm 0.2$ | $25.2 \pm 0.5$ | $31.9 \pm 0.3$ |

[33], our proposed algorithms is more essential to the clustering performance by preserving the local structure of data. Meanwhile, the clustering performance could be further improved by incorporating the correlation among base kernels. By appropriately integrating these two factors, it is possible to obtain the best clustering performance. Practically, there exists a trade-off between the preservation of the local geometric structure and the correlation of base kernels to ensure the best
clustering.

## D. Convergence of LI-MKKM-MR

According to [42], the convergence of our proposed algorithm is guaranteed. We present one simulation trail of the proposed LI-MKKM-MR on Flower 17 dataset as an example in 6. It is clearly shown that the objective value of the proposed


Figure 5: The sensitivity of the proposed LI-MKKM-MR with the variation of $\lambda$ and $\tau$.


Figure 6: Proposed algorithm convergence illustration.
algorithm is monotonically decreased and converges in a few iteration.

## VI. Conclusion

Though the newly proposed LI-MKKM is able to tackle the task of multiple kernel clustering with incomplete kernels, it takes the correlation among base kernels into account insufficiently. We propose to calculate the kernel alignment to address this issue together with a matrix-induced regularization in a local manner. The proposed algorithm efficiently solves the resultant optimization problem, and extensive experiments on benchmarks have demonstrated that LI-MKKM-MR consistently outperforms state-of-the-art baseline algorithms. In the future, instead of keeping the nearest neighbors of each sample unchanged, updating them automatically during the learning course will be further investigated for clustering performance improvement. Moreover, we will design efficient and effective algorithms to solve the optimization problem directly without approximating $\mathbf{M}$ in Eq. 9 .
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# Appendix of "Localized Incomplete Multiple Kernel k-means with Matrix-induced Regularization" 

Jingyuan Xia, Miaomiao Li, Huiying Xu, Qing Liao, Xinzhong Zhu, Xinwang Liu

## I. Summary of the Appendix

The following sections are arranged as follows. In Section II and III we provide the generalization analysis of the proposed LI-MKKM-MR and give the detailed proof. After that, we report some additional experimental results in Section IV, including all clustering results on Caltech102-5, Caltech102-10 and Caltech102-15.

## II. Theoretical Results

The generalization error of $k$-means clustering algorithm measures the clustering performance of the learned clusters in training procedure on unseen samples [1ヶ-3]. In this section, we first build the theoretical connection between existing MKKMIK [3] with LI-MKKM-MR, and then derive the generalization error bound of the proposed LI-MKKM-MR based on the theoretical results in [3]. The following Theorem 1 states that the local kernel alignment adopted in our LI-MKKM-MR can be fulfilled by normalizing each base kernel matrix.

Theorem 1: The local kernel alignment criterion in Eq. (8) (in the manuscript) is equivalent to the widely adopted global kernel alignment by normalizing each base kernel matrix.

Proof 1: The objective function in Eq. (8) (in the manuscript) can be written as

$$
\begin{align*}
& \sum_{i=1}^{n} \operatorname{Tr}\left(\mathbf{K}_{\gamma}\left(\mathbf{B}^{(i)}-\mathbf{B}^{(i)} \mathbf{H} \mathbf{H}^{\top} \mathbf{B}^{(i)}\right)\right) \\
& =\sum_{i=1}^{n}\left\langle\mathbf{B}^{(i)} \otimes \mathbf{K}_{\gamma}, \mathbf{B}^{(i)} \otimes\left(\mathbf{I}-\mathbf{H H}^{\top}\right)\right\rangle_{\mathrm{F}} \\
& =\sum_{i=1}^{n}\left\langle\mathbf{B}^{(i)} \otimes \mathbf{K}_{\gamma}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\left\langle\left(\sum_{i=1}^{n} \mathbf{B}^{(i)}\right) \otimes \mathbf{K}_{\gamma}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}}  \tag{1}\\
& =\sum_{p=1}^{m} \gamma_{p}^{2}\left\langle\left(\sum_{i=1}^{n} \mathbf{B}^{(i)}\right) \otimes \mathbf{K}_{p}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\sum_{p=1}^{m} \gamma_{p}^{2}\left\langle\tilde{\mathbf{K}}_{p}, \mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right\rangle_{\mathrm{F}} \\
& =\operatorname{Tr}\left(\tilde{\mathbf{K}}_{\gamma}\left(\mathbf{I}-\mathbf{H} \mathbf{H}^{\top}\right)\right),
\end{align*}
$$

where $\otimes$ denotes elementwise multiplication between two matrices, $\tilde{\mathbf{K}}_{p}=\left(\sum_{i=1}^{n} \mathbf{B}^{(i)}\right) \otimes \mathbf{K}_{p}$ can be treated as a normalized $\mathbf{K}_{p}$, and $\tilde{\mathbf{K}}_{\gamma}=\sum_{p=1}^{m} \gamma_{p}^{2} \tilde{\mathbf{K}}_{p}$. Consequently, by such normalization applied on each base kernel, we can clearly see that the local kernel alignment criterion in Eq. (8) (in the manuscript) is exactly the global kernel alignment in [3]. This completes the proof.

Let $t\left(\mathbf{x}^{(p)}\right)=1$ if the $p$-th view of $\mathbf{x}$ is available, otherwise $\mathbf{x}^{(p)}$ needs to be optimized. Note that $t\left(\mathbf{x}^{(p)}\right)$ is a random variable which depends on $\mathbf{x}$. Let $\hat{\mathbf{C}}=\left[\hat{\mathbf{C}}_{1}, \cdots, \hat{\mathbf{C}}_{k}\right]$ be the $k$ centroids and $\hat{\boldsymbol{\beta}}$ be the kernel weights learned by LI-MKKM-MR. $k$-means clustering should make the following reconstruction error small

$$
\begin{equation*}
\mathbb{E}\left[\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\hat{\gamma}}(\mathbf{x})-\hat{\mathbf{C}} \mathbf{y}\right\|_{\mathcal{H}}^{2}\right] \tag{2}
\end{equation*}
$$

where $\phi_{\hat{\gamma}}(\mathbf{x})=\left[\hat{\gamma}_{1} t\left(\mathbf{x}^{(1)}\right) \phi_{1}^{\top}\left(\mathbf{x}^{(1)}\right), \cdots, \hat{\gamma}_{m} t\left(\mathbf{x}^{(m)}\right) \phi_{m}^{\top}\left(\mathbf{x}^{(m)}\right)\right]^{\top}$,
$\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}$ form the orthogonal bases of $\mathbb{R}^{k}$.

[^2]We first define a function class:

$$
\begin{align*}
\mathcal{F} & =\left\{f: \mathbf{x} \mapsto \min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{k}\right\}}\left\|\phi_{\gamma}(\mathbf{x})-\mathbf{C y}\right\|_{\mathcal{H}}^{2} \mid \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0\right.  \tag{3}\\
& \left.\mathbf{C} \in \mathcal{H}^{k}, t\left(\mathbf{x}_{i}^{(p)}\right) t\left(\mathbf{x}_{j}^{(p)}\right) \tilde{\kappa}_{p}^{\top}\left(\mathbf{x}_{i}^{(p)}, \mathbf{x}_{j}^{(p)}\right) \leq b, \forall p, \forall \mathbf{x}_{i} \in \mathcal{X}\right\}
\end{align*}
$$

where $\mathcal{H}^{k}$ represents the multiple kernel Hilbert space and $\tilde{\kappa}(\cdot, \cdot)$ is a kernel function corresponding to $\tilde{\mathbf{K}}_{p}$.
Based on Theorem 1, we derive the generalization error bound of the proposed LI-MKKM-MR by following [3].
Theorem 2: For any $\delta>0$, with probability at least $1-\delta$, the following holds for all $f \in \mathcal{F}$ :

$$
\begin{align*}
\mathbb{E}[f(\mathbf{x})] & \leq \frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)+\frac{4 \sqrt{\pi} m b \mathcal{G}_{1 n}(\boldsymbol{\gamma}, t)}{n}+\frac{4 \sqrt{\pi m} b \mathcal{G}_{2 n}(\boldsymbol{\gamma}, t)}{n}  \tag{4}\\
& +\frac{\sqrt{8 \pi} b k^{2}}{\sqrt{n}}+2 b \sqrt{\frac{\log 1 / \delta}{2 n}}
\end{align*}
$$

where

$$
\begin{gather*}
\mathcal{G}_{1 n}(\boldsymbol{\gamma}, t) \triangleq \mathbb{E}_{\beta}\left[\sup _{\boldsymbol{\gamma}, t} \sum_{i=1}^{n} \sum_{p, q=1}^{m} \beta_{i p q} t\left(\mathbf{x}_{i}^{(p)}\right) t\left(\mathbf{x}_{i}^{(q)}\right) \gamma_{p} \gamma_{q}\right],  \tag{5}\\
\mathcal{G}_{2 n}(\boldsymbol{\gamma}, t)=\mathbb{E}_{\beta}\left[\sup _{\boldsymbol{\gamma}, t} \sum_{i=1}^{n} \sum_{c=1}^{k} \sum_{p=1}^{m} \beta_{i c p} \gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right)\right], \tag{6}
\end{gather*}
$$

and $\beta_{i p q}, \beta_{i c p}, i \in\{1, \ldots, n\}, p, q \in\{1, \ldots, m\}, c \in\{1, \ldots, k\}$ are i.i.d. Gaussian random variables with zero mean and unit standard deviation.

According to the analysis in [3], our local kernel alignment criterion in Eq. (8) (in the manuscript), with normalized base kernel matrices, is an upper bound of $\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)$. As a result, by minimizing $\operatorname{Tr}\left(\tilde{\mathbf{K}}_{\boldsymbol{\beta}}\left(\mathbf{I}_{n}-\mathbf{H H}^{\top}\right)\right)$, one can get a small $\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)$ for good generalization. This justifies the good generalization ability of the proposed algorithm. We provide the detailed proof in the appendix due to space limit.

## III. Proof of Theorem 2

In the following, we give the detailed proof of Theorem 2. For an i.i.d. given sample $\left\{\mathbf{x}_{i}\right\}_{i=1}^{n}$, multiple kernel $k$-means algorithm is to minimize an empirical reconstruction error, i.e.,

$$
\begin{equation*}
\min _{\mathbf{C}} \frac{1}{n} \sum_{i=1}^{n} \min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{i}\right)-\mathbf{C y}\right\|_{\mathcal{H}}^{2} \tag{7}
\end{equation*}
$$

where $\phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{i}\right)=\left[\gamma_{1} t\left(\mathbf{x}_{i}^{(1)}\right) \phi_{1}^{\top}\left(\mathbf{x}_{i}^{(1)}\right), \cdots, \gamma_{m} t\left(\mathbf{x}_{i}^{(m)}\right) \phi_{m}^{\top}\left(\mathbf{x}_{i}^{(m)}\right)\right]^{\top}, \mathbf{e}_{1}, \cdots, \mathbf{e}_{k}$ form the orthogonal bases of $\mathbb{R}^{k}$.
Let

$$
\begin{equation*}
\hat{R}\left(\mathbf{C}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}\right)=\frac{1}{n} \sum_{i=1}^{n} \min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{i}\right)-\mathbf{C y}\right\|_{\mathcal{H}}^{2} \tag{8}
\end{equation*}
$$

Our proof idea is to upper bound

$$
\begin{equation*}
\sup _{\mathbf{C}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}}\left(\mathbb{E}\left[\hat{R}\left(\mathbf{C}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}\right)\right]-\hat{R}\left(\mathbf{C}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}\right)\right) \tag{9}
\end{equation*}
$$

and then upper bound the term $\hat{R}\left(\mathbf{C}, \boldsymbol{\gamma},\left\{\mathbf{K}_{p}\right\}_{p=1}^{m}\right)$ by the proposed objective.
Note that in the proposed algorithms, the absent views are completed by exploiting the observed views. We assume that the kernel mappings for both the observed views and the completed views are upper bounded, i.e., every entry of $\mathbf{K}_{p}, p \in$ $\{1, \ldots, m\}$, are no larger than $b$. Let us define a function class first:

$$
\begin{equation*}
\mathcal{F}=\left\{f: \mathbf{x} \mapsto \min _{\mathbf{y} \in\left\{e_{1}, \ldots, e_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\mathbf{C y}\right\|_{\mathcal{H}}^{2} \mid \gamma^{\top} \mathbf{1}_{m}=1, \gamma_{p} \geq 0, \mathbf{C} \in \mathcal{H}^{k}, t\left(\mathbf{x}_{i}^{(p)}\right) t\left(\mathbf{x}_{j}^{(p)}\right) \kappa_{p}\left(\mathbf{x}_{i}^{(p)}, \mathbf{x}_{j}^{(p)}\right) \leq b, \forall p, \forall \mathbf{x}_{i} \in \mathcal{X}\right\} \tag{10}
\end{equation*}
$$

where $\mathcal{H}^{k}$ stands for the multiple kernel Hilbert space.
Then, Eq. 20) becomes

$$
\begin{equation*}
\sup _{f \in \mathcal{F}}\left(\mathbb{E}[f(\mathbf{x})]-\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)\right) \tag{11}
\end{equation*}
$$

Let $\gamma$, the kernel matrices induced by absent views, and $\mathbf{C}=\left[\mathbf{C}_{1}, \ldots, \mathbf{C}_{k}\right]$ all be learned from predefined hypothesis classes. Note that

$$
\begin{equation*}
f(\mathbf{x})=\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\mathbf{C y}\right\|_{\mathcal{H}^{k}}^{2}=\min \left\{\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\mathbf{C}_{1}\right\|_{\mathcal{H}^{k}}^{2}, \cdots,\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\mathbf{C}_{k}\right\|_{\mathcal{H}^{k}}^{2}\right\} \tag{12}
\end{equation*}
$$

and for $v \in\{1, \cdots, k\}$

$$
\begin{align*}
\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\mathbf{C}_{v}\right\|_{\mathcal{H}^{k}}^{2} & =\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})-\frac{1}{\left|\mathbf{C}_{v}\right|} \sum_{j \in \mathbf{C}_{v}} \phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{j}\right)\right\|_{\mathcal{H}^{k}}^{2} \leq 2\left(\phi_{\boldsymbol{\gamma}, \mathbf{t}}^{\top}(\mathbf{x}) \phi_{\boldsymbol{\gamma}, \mathbf{t}}(\mathbf{x})+\frac{1}{\left|\mathbf{C}_{v}\right|^{2}} \sum_{j_{1}, j_{2} \in \mathbf{C}_{v}} \phi_{\boldsymbol{\gamma}, \mathbf{t}}^{\top}\left(\mathbf{x}_{j_{1}}\right) \phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{j_{2}}\right)\right) \\
& =2\left(\sum_{p=1}^{m} \gamma_{p}^{2} t^{2}\left(\mathbf{x}^{(p)}\right) \phi_{p}^{\top}\left(\mathbf{x}^{(p)}\right) \phi_{p}\left(\mathbf{x}^{(p)}\right)+\frac{1}{\left|\mathbf{C}_{v}\right|^{2}} \sum_{j_{1}, j_{2} \in \mathbf{C}_{v}} \sum_{p=1}^{m} \gamma_{p}^{2} t\left(\mathbf{x}_{j_{1}}^{(p)}\right) t\left(\mathbf{x}_{j_{2}}^{(p)}\right) \phi_{p}^{\top}\left(\mathbf{x}_{j_{1}}^{(p)}\right) \phi_{p}\left(\mathbf{x}_{j_{2}}^{(p)}\right)\right) \\
& \leq 2\left(b \sum_{p=1}^{m} \gamma_{p}^{2}+\frac{b}{\left|\mathbf{C}_{v}\right|^{2}} \sum_{j_{1}, j_{2} \in \mathbf{C}_{v}} \sum_{p=1}^{m} \gamma_{p}^{2}\right) \leq 2\left(b \sum_{p=1}^{m} \gamma_{p}+\frac{b}{\left|\mathbf{C}_{v}\right|^{2}} \sum_{j_{1}, j_{2} \in \mathbf{C}_{v}} \sum_{p=1}^{m} \gamma_{p}\right) \\
& =4 b . \tag{13}
\end{align*}
$$

As a result, we have $f(\mathbf{x}) \leq 4 b$.
By exploiting McDiarmid's concentration inequality, we have the following theorem [4].
Theorem 3: For any $\delta>0$, with probability at least $1-\delta$, the following holds for all $f \in \mathcal{F}$ :

$$
\begin{equation*}
\mathbb{E}[f(\mathbf{x})]-\frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right) \leq 2 \mathfrak{R}_{n}(\mathcal{F})+4 b \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{14}
\end{equation*}
$$

where

$$
\begin{equation*}
\Re_{n}(\mathcal{F})=\frac{1}{n} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \sigma_{i} f\left(\mathbf{x}_{i}\right)\right] \tag{15}
\end{equation*}
$$

and $\sigma_{1}, \ldots, \sigma_{n}$ are i.i.d. Rademacher random variables uniformly distributed from $\{-1,1\}$.
Now, we are going to upper bound $\Re_{n}(\mathcal{F})$. Since there is a minimization function in $f$, it is not easy to directly upper $\Re_{n}(\mathcal{F})$. Similar to the proof method in [1], we upper bound it by introducing Gaussian complexities:

$$
\begin{equation*}
\mathfrak{G}_{n}(\mathcal{F})=\frac{1}{n} \mathbb{E}\left[\sup _{f \in \mathcal{F}} \sum_{i=1}^{n} \beta_{i} f\left(\mathbf{x}_{i}\right)\right] \tag{16}
\end{equation*}
$$

where $\beta_{1}, \cdots, \beta_{n}$ are i.i.d. Gaussian random variables with zero mean and unit standard deviation.
The following two lemmas [1] will be used in our proof.
Lemma 4:

$$
\begin{equation*}
\Re_{n}(\mathcal{F}) \leq \sqrt{\pi / 2} \mathfrak{G}_{n}(\mathcal{F}) \tag{17}
\end{equation*}
$$

Lemma 5: Let $G_{f}=\sum_{i=1}^{n} \beta_{i} G\left(\mathbf{x}_{i}, f\right)$ and $H_{f}=\sum_{i=1}^{n} \beta_{i} H\left(\mathbf{x}_{i}, f\right)$ be two zero mean, separable Gaussian processes. If for all $f_{1}, f_{2} \in \mathcal{F}$,

$$
\begin{equation*}
\mathbb{E}\left[\left(G_{f_{1}}-G_{f_{2}}\right)^{2}\right] \leq \mathbb{E}\left[\left(H_{f_{1}}-H_{f_{2}}\right)^{2}\right] \tag{18}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{f \in \mathcal{F}} G_{f}\right] \leq \mathbb{E}\left[\sup _{f \in \mathcal{F}} H_{f}\right] \tag{19}
\end{equation*}
$$

In our case, let

$$
\begin{equation*}
G_{\boldsymbol{\gamma}, t, \mathbf{C}}=\sum_{i=1}^{n} \beta_{i} \min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}, \mathbf{t}}\left(\mathbf{x}_{i}\right)-\mathbf{C y}\right\|_{\mathcal{H}^{k}}^{2} \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
H_{\gamma, t, \mathbf{C}}=2 b \sqrt{m} \sum_{i=1}^{n} \sum_{p=1}^{m} \beta_{i p} \gamma_{p}^{2} t^{2}\left(\mathbf{x}^{p}\right)+\sqrt{8} \sum_{i=1}^{n} \sum_{c=1}^{k} \beta_{i c} \phi_{\boldsymbol{\gamma}, \mathbf{t}}^{\top}\left(\mathbf{x}_{i}\right) \mathbf{C} \mathbf{e}_{c}+2 \sum_{i=1}^{n} \sum_{c, l=1}^{k} \beta_{i c l} \mathbf{e}_{c}^{\top} \mathbf{C}^{\top} \mathbf{C} \mathbf{e}_{l} \tag{21}
\end{equation*}
$$

we are going to prove that

$$
\begin{equation*}
\mathbb{E}_{\gamma}\left[\left(G_{\boldsymbol{\gamma}_{1}, t_{1}(\mathbf{x}), \mathbf{C}_{1}}-G_{\boldsymbol{\gamma}_{2}, t_{2}(\mathbf{x}), \mathbf{C}_{2}}\right)^{2}\right] \leq \mathbb{E}_{\gamma}\left[\left(H_{\boldsymbol{\gamma}_{1}, t_{1}(\mathbf{x}), \mathbf{C}_{1}}-H_{\boldsymbol{\gamma}_{2}, t_{2}(\mathbf{x}), \mathbf{C}_{2}}\right)^{2}\right] \tag{22}
\end{equation*}
$$

Specifically, for any $f_{1}, f_{2} \in \mathcal{F}$, we have

$$
\begin{aligned}
& \left(\min _{\mathbf{y}}\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})-\mathbf{C}_{1} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}-\min _{\mathbf{y}}\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})-\mathbf{C}_{2} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}\right)^{2} \\
& \leq\left(\max _{\mathbf{y}}\left\{\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})-\mathbf{C}_{1} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}-\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})-\mathbf{C}_{2} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}\right\}\right)^{2} \\
& =\left(\left(\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}-\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}\right)+\max _{\mathbf{y}}\left\{2\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{y}+\mathbf{y}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{y}\right\}\right)^{2} \\
& \leq\left(\left(\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}-\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}\right)+\max _{\mathbf{y}} 2\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{y}+\max _{\mathbf{y}} \mathbf{y}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{y}\right)^{2} \\
& =\left(\left(\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}-\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}\right)+\max _{\mathbf{y}} 2 \sum_{c=1}^{k} y_{c}\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}+\max _{\mathbf{y}} \sum_{c, l=1}^{k} y_{c} y_{l} \mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2} \\
& \leq 4\left(\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}-\left\|\phi_{\gamma_{2}, \mathbf{t}_{2}}(\mathbf{x})\right\|_{\mathcal{H}^{k}}^{2}\right)^{2}+2\left(\max _{\mathbf{y}} 2 \sum_{c=1}^{k} y_{c}\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}\right)^{2} \\
& +4\left(\max _{\mathbf{y}} \sum_{c, l=1}^{k} y_{c} y_{l} \mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2} \\
& =4\left(\sum_{p=1}^{m}\left(\gamma_{1 p}^{2} t_{1}^{2}\left(\mathbf{x}^{(p)}\right)-\gamma_{2 p}^{2} t_{2}^{2}\left(\mathbf{x}^{(p)}\right)\right) \kappa_{p}\left(\mathbf{x}^{(p)}, \mathbf{x}^{(p)}\right)\right)^{2}+2\left(\max _{\mathbf{y}} 2 \sum_{c=1}^{k} y_{c}\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}\right)^{2} \\
& +4\left(\max _{\mathbf{y}} \sum_{c, l=1}^{k} y_{c} y_{l} \mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2} \\
& \leq 4 m b^{2} \sum_{p=1}^{m}\left(\gamma_{1 p}^{2} t_{1}^{2}\left(\mathbf{x}^{(p)}\right)-\gamma_{2 p}^{2} t_{2}^{2}\left(\mathbf{x}^{(p)}\right)\right)^{2}+8 \max _{\mathbf{y}}\left(\sum_{c=1}^{k} y_{c}\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}\right)^{2} \\
& +4 \max _{\mathbf{y}}\left(\sum_{c, l=1}^{k} y_{c} y_{l} \mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2} \\
& \leq 4 m b^{2} \sum_{p=1}^{m}\left(\gamma_{1 p}^{2} t_{1}^{2}\left(\mathbf{x}^{(p)}\right)-\gamma_{2 p}^{2} t_{2}^{2}\left(\mathbf{x}^{(p)}\right)\right)^{2}+8 \sum_{c=1}^{k}\left(\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}\right)^{2}+4 \sum_{c, l=1}^{k}\left(\mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2}
\end{aligned}
$$

where the last inequality holds because $(a+b+c)^{2} \leq 4 a^{2}+2 b^{2}+4 c^{2}$, Cauchy-Schwarz inequality, and that $\sum_{c=1}^{k} y_{c}=1$ and $\sum_{c, l=1}^{k} y_{c} y_{l}=1$.
Thus, we have

$$
\begin{align*}
& \mathbb{E}_{\beta}\left[\left(G_{\gamma_{1}, t_{1}, \mathbf{C}_{1}}-G_{\gamma_{2}, t_{2}, \mathbf{C}_{2}}\right)^{2}\right] \\
= & \mathbb{E}_{\beta}\left[\left(\sum_{i=1}^{n} \beta_{i}\left[\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\gamma_{1}, \mathbf{t}_{1}}\left(\mathbf{x}_{i}\right)-\mathbf{C}_{1} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}-\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}_{2}, \mathbf{t}_{2}}\left(\mathbf{x}_{i}\right)-\mathbf{C}_{2} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}\right]\right)^{2}\right] \\
= & \sum_{i=1}^{n}\left(\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}\left\|\phi_{\boldsymbol{\gamma}_{1}, \mathbf{t}_{1}}\left(\mathbf{x}_{i}\right)-\mathbf{C}_{1} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}-\min _{\mathbf{y} \in\left\{\mathbf{e}_{1}, \cdots, \mathbf{e}_{k}\right\}}^{2}\left\|\phi_{\gamma_{2}, \mathbf{t}_{\mathbf{2}}}\left(\mathbf{x}_{i}\right)-\mathbf{C}_{2} \mathbf{y}\right\|_{\mathcal{H}^{k}}^{2}\right)^{2} \\
\leq & 4 m b^{2} \sum_{i=1}^{n} \sum_{p=1}^{m}\left(\gamma_{1 p}^{2} t_{1}^{2}\left(\mathbf{x}^{(p)}\right)-\gamma_{2 p}^{2} t_{2}^{2}\left(\mathbf{x}^{(p)}\right)\right)^{2}+8 \sum_{i=1}^{n} \sum_{c=1}^{k}\left(\left(\phi_{\gamma_{2}, \mathbf{t}_{2}}^{\top}(\mathbf{x}) \mathbf{C}_{2}-\phi_{\gamma_{1}, \mathbf{t}_{1}}^{\top}(\mathbf{x}) \mathbf{C}_{1}\right) \mathbf{e}_{c}\right)^{2} \\
& \quad+4 \sum_{i=1}^{n} \sum_{c, l=1}^{k}\left(\mathbf{e}_{c}^{\top}\left(\mathbf{C}_{1}^{\top} \mathbf{C}_{1}-\mathbf{C}_{2}^{\top} \mathbf{C}_{2}\right) \mathbf{e}_{l}\right)^{2} \\
= & \mathbb{E}_{\beta}\left[\left(H_{\gamma_{1}, t_{1}, \mathbf{C}_{1}}-H_{\gamma_{2}, t_{2}, \mathbf{C}_{2}}\right)^{2}\right] . \tag{23}
\end{align*}
$$

Moreover, since $t\left(\mathbf{x}^{(p)}\right) \in\{0,1\}$ and $\left\|\mathbf{C e}_{c}\right\|_{\mathcal{H}}^{2} \leq b$ for all $p$ and $c$, we have

$$
\begin{align*}
& \mathbb{E}_{\beta}\left[2 b \sqrt{m} \sup _{\gamma, t} \sum_{i=1}^{n} \sum_{p=1}^{m} \beta_{i p} \gamma_{p}^{2} t^{2}\left(\mathbf{x}_{i}^{(p)}\right)\right] \\
& =2 b \sqrt{m} \mathbb{E}_{\beta}\left[\sup _{\gamma, t} \sum_{i=1}^{n} \sum_{p=1}^{m} \beta_{i p}\left\langle\gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right), \gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right)\right\rangle\right] \triangleq 2 b \sqrt{m} \mathcal{G}_{1 n}(\gamma, t) . \tag{24}
\end{align*}
$$

Note that when all the views are observed, using Hölder's inequality and Jensen's inequality, we have

$$
\begin{align*}
\mathcal{G}_{1 n}(\gamma, t) & =\mathbb{E}_{\beta}\left[\sup _{\gamma, t} \sum_{i=1}^{n} \sum_{p=1}^{m} \beta_{i p}\left\langle\gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right), \gamma_{p} t\left(\mathbf{x}_{i}^{(p)}\right)\right\rangle\right] \\
& =\mathbb{E}_{\beta}\left[\sup _{\gamma} \sum_{i=1}^{n} \sum_{p=1}^{m} \beta_{i p} \gamma_{p}^{2}\right] \\
& \leq \mathbb{E}_{\beta}\left[\sum_{p=1}^{m}\left|\sum_{i=1}^{n} \beta_{i p}\right|\right] \leq m \sqrt{n} . \tag{25}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \mathbb{E}_{\beta}\left[\sqrt{8} \sup _{\boldsymbol{\gamma}, t, \mathbf{C}} \sum_{i=1}^{n} \sum_{c=1}^{k} \beta_{i c} \phi_{\boldsymbol{\gamma}, \mathbf{t}}^{\top}\left(\mathbf{x}_{i}\right) \mathbf{C} \mathbf{e}_{c}\right] \\
& =\sqrt{8} \mathbb{E}_{\beta}\left[\sup _{\gamma, t, \mathbf{C}} \sum_{i=1}^{n} \sum_{c=1}^{k} \beta_{i c}\left\langle\left[\gamma_{1} t\left(\mathbf{x}_{i}^{(1)}\right) \phi_{1}^{\top}\left(\mathbf{x}_{i}^{(1)}\right), \cdots, \gamma_{m} t\left(\mathbf{x}_{i}^{(m)}\right) \phi_{m}^{\top}\left(\mathbf{x}_{i}^{(m)}\right)\right]^{\top}, \mathbf{C} \mathbf{e}_{c}\right\rangle\right] \\
& \leq \sqrt{8} \mathbb{E}_{\beta}\left[\sup _{\gamma, t, \mathbf{C}} \sum_{c=1}^{k}\left|\sum_{i=1}^{n} \beta_{i c}\left\langle\left[\gamma_{1} t\left(\mathbf{x}_{i}^{(1)}\right) \phi_{1}^{\top}\left(\mathbf{x}_{i}^{(1)}\right), \cdots, \gamma_{m} t\left(\mathbf{x}_{i}^{(m)}\right) \phi_{m}^{\top}\left(\mathbf{x}_{i}^{(m)}\right)\right]^{\top}, \mathbf{C} \mathbf{e}_{c}\right\rangle\right|\right] \\
& =\sqrt{8} b \mathbb{E}_{\beta}\left[\sum_{c=1}^{k}\left|\sum_{i=1}^{n} \beta_{i c}\right|\right] \\
& \triangleq \sqrt{8} b \mathcal{G}_{2 n}(\gamma, t), \tag{26}
\end{align*}
$$

where the fourth line holds because $\beta_{i c}$ are symmetric random variables. Also, when all the views are observed, we have $\mathcal{G}_{2 n}(\gamma, t) \leq k \sqrt{n}$. At last, we have

$$
\begin{equation*}
\mathbb{E}_{\beta}\left[2 \sup _{\mathbf{C}} \sum_{i=1}^{n} \sum_{c, l=1}^{k} \beta_{i c l}\left\langle\mathbf{C e}_{c}, \mathbf{C} \mathbf{e}_{l}\right\rangle\right] \leq \mathbb{E}_{\beta}\left[2 b \sum_{c, l=1}^{k}\left|\sum_{i=1}^{n} \beta_{i c l}\right|\right] \leq 2 b k^{2} \sqrt{n} \tag{27}
\end{equation*}
$$

Combining Lemmas 4 and 5, Eqs. 20, 21), and 23, we have

$$
\begin{align*}
\mathfrak{R}_{n}(\mathcal{F}) & \leq \frac{1}{n} \sqrt{\pi / 2} \mathbb{E}\left[\sup _{f \in \mathcal{F}} G_{\boldsymbol{\gamma}, t, \mathbf{C}}\right] \leq \frac{1}{n} \sqrt{\pi / 2} \mathbb{E}\left[\sup _{f \in F} H_{\boldsymbol{\gamma}, t, \mathbf{C}}\right] \\
& \leq \frac{1}{n} \sqrt{\pi / 2}\left(2 b \sqrt{m} \mathcal{G}_{1 n}(\boldsymbol{\gamma}, t)+\sqrt{8} b \mathcal{G}_{2 n}(\boldsymbol{\gamma}, t)+2 b k^{2} \sqrt{n}\right) \tag{28}
\end{align*}
$$

Put the above inequality into Theorem 3, with probability at least $1-\delta$, the following holds for all $f \in \mathcal{F}$ :

$$
\begin{equation*}
\mathbb{E}[f(\mathbf{x})] \leq \frac{1}{n} \sum_{i=1}^{n} f\left(\mathbf{x}_{i}\right)+\frac{4 \sqrt{\pi} m b \mathcal{G}_{1 n}(\gamma, t)}{n}+\frac{4 \sqrt{\pi m} b \mathcal{G}_{2 n}(\gamma, t)}{n}+\frac{\sqrt{8 \pi} b k^{2}}{\sqrt{n}}+2 b \sqrt{\frac{\log 1 / \delta}{2 n}} \tag{29}
\end{equation*}
$$

This completes the proof.

## IV. The results on Caltech102-5, Caltech 102-10 and Caltech102-15
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Figure 1: Clustering accuracy, NMI and purity comparison with the variation of missing ratios on Caltech102-5, Caltech102-10 and Caltech102-15. For each given missing ratio, the "incomplete patterns" are randomly generated for 10 times and their averaged results are reported.
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